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Abstract: The non-halogenated pyruvic esters are essential compounds, considering that they exhibit particular 

properties, due to the proximity of two functional groups: carbonyl and ester. These molecules can be obtained 

from the approach of the Lewis acid MgI2 on the iodinated pyruvic ester by using sodium hydrogen sulfite in 

aqueous solution, which selectively reduces the carbon-iodine bond of the iodinated pyruvic ester. The sites of 

attack of hydrogen sulfite of this reaction remained uncertain and were the subject of a debate between the 

experimenters. Our aim in this work is to determine the more favorable sites of attack by using the local indices 

(Parr functions). To approve the structure of the reagents, we have conducted a topological analysis of electron 

localization function (ELF). To reveal the type of interaction in the "ester pyruvic-hydrogen sulfite" complex, we 

have performed a non-covalent interactions (NCI) calculation. The analysis of local indices and NCI analysis of 

electron density indicate that the approach of the hydrogen sulfite ion will take place on the iodine atom 

elucidating the preferable site of the attack.  
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Introduction 

 

    The non-halogenated pyruvic esters are chemical 

compounds of formula R-CO-COOR’. They have 

both a carbonyl and an ester functional group. These 

molecules and their derivatives frequently exhibit 

particular properties due to the proximity of these 

two functional groups, whose reactivity is modified 

and often exalted 1-4.  

 This singular behavior of these molecules and 

their derivatives has attracted considerable interest as 

intermediates in many biological processes 5-7. The 

non-halogenated pyruvic esters can be obtained 

experimentally in aqueous solution from the 

approach of the Lewis acid MgI2 on the iodinated 

pyruvic ester 8 using sodium hydrogen sulfite, which 

selectively reduces the carbon-iodine bond of an 

iodinated pyruvic ester of the aliphatic series; and 

thus, leads to the formation of the non-halogenated 

ester (Scheme 1). 

 
Scheme 1. Reaction of the iodinated pyruvic ester with sodium hydrogen sulfite in aqueous solution. 

 

Our previous work on glycidic series 9 showed 

that the iodinated pyruvic ester is formed from the 

approach of Lewis acids MgI2 to the α-chloroglycidic 

ester (Figure.1S, P.484). The optimum distance 

found for Mg-I is equal to 2.65 Å, and the optimized 
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structure parameters of the α-chloroglycidic ester are 

listed in the supplement (Table 1S, p. 484). 

The sites of attack in this reaction remained 

uncertain and were the subject of debate among the 

experimenters 8. According to them, it is possible to 

propose two hypotheses comparable to the reaction 

of Perkow 10-12, concerning the conversion of an α-

halogenated ketone to enol phosphate by a trialkyl 

phosphite. The first hypothesis proposes that the 

sodium hydrogen sulfite would be added to the most 

α-reactive carbonyl of the ester to give a bisulfite 

combination which would then evolve through an 

intermolecular rearrangement to an enol sulfate. The 

latter would then be hydrolyzed, releasing the enol 

form of the α-ketoester (Scheme 2). 

 

 

Scheme 2. Formation of the non-halogenated pyruvic product from the attack of the sodium bisulfite  

on the carbonyl. 

 

The second hypothesis proposes an attack by the  sodium bisulfite at the positively charged iodine 

(Scheme 3). 
 

 

Scheme3. Formation of the non-halogenated pyruvic product from the attack of the sodium bisulfite  

on the iodine atom. 

  

To understand the reactivity and to illustrate the 

formation process of the non-halogenated pyruvic 

product in the glycidic series, we have performed an 

analysis of the electronic structures of both reactants 

in terms of the electron localization functions (ELF) 
13,14 analysis. In this method, the covalent bonds are 

intuitively represented using conventional Lewis 

structures 15 and can be visualized from properties of 

the electron density with modern quantum 

mechanical models of boundary 13,14. Also, we have 

applied the non-covalent interactions (NCIs) 

analysis, which is crucial for describing the interplay 

of structure and reactivity 16 for our molecular 

systems. These non-covalent interactions are based 

on promolecular density 17,18 computed from the sum 

of atomic contributions 16, which gives similar results 

as DFT densities 19-21. This analysis has allowed us 

to characterize the weak interaction in the approach 
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of two fragments and permitted us to unveil the most 

appropriate approach between the hydrogen sulfite 

ion and the iodinated pyruvic ester. Finally, we have 

used the conceptual DFT 22-25  theory, which has 

proven its usefulness in the literature as a tool 26 to 

predict and explain the chemical reactivity of 

molecules. 

 

Theoretical background 

 

 Density functional theory 19-21 (DFT) was used 

to carry out all chemical quantum computations 

within Gaussian 09 27 and his interface graphic Gauss 

View 05 28. Geometry optimization of reactants was 

performed using B3LYP functional 29 combined with 

6-31G(d) basis sets 30-33 for C, H, O, and S.  For the 

iodine atom we have used the basis set of Dolg 34,35 

which gives more pertinent results than the Huzinaga 

basis set 36,37. The core electrons for the iodine atom 

have been modeled by a pseudopotential 38. The 

optimized structural parameters were used in the 

vibrational frequency calculations in order to verify 

that minima do not have any imaginary frequency 39. 

Solvents effects were considered by using the 

Tomasi’s polarized continuum model 40-42 (PCM) 

The electron localization function (ELF) topological 

analysis 13,14 was performed with the program 

Multiwfn 43 using the corresponding mono-

determinant wave functions of the selected 

structures. The ELF function is expressed as follows: 

ELF = 1/(1 + [D(r)/D0(r)]2); where D(r) indicates 

the excess of kinetic energy density caused by Pauli 

repulsion 13,14 and D0(r) is the exact kinetic energy 

density of the non-interacting uniform electron gas 
13,14 introduced into the ELF function as a reference. 

A large ELF value means that the electrons are 

strongly localized, indicating that there is a covalent 

bond, a lone pair or an inner shell of the atom 

involved. The non-covalent interactions (NCIs) 

based on promolecular density 17,18 were computed 

by evaluating the electronic density and its 

derivatives 44,45. This method enables the 

identification and visualization of regions of weak 

interactions 44,45 by providing chemically intuitive 

isosurfaces of the reduced density gradient expressed 

as following: 𝑆 = 1/2√3𝜋23
[∇𝜌(𝑟)/𝜌(𝑟)4/3] . Here, 

ρ(r) represents the electron density and |∇𝜌(𝑟)| 

stands for the norm of the electron density gradient 

vector initially introduced in DFT developments. 

The visualization of the non-covalent interactions 

(NCI) was performed using the VMD program 46. 

The global electrophilicity ω is given by ω=(μ2/2η) 

in terms of the electronic chemical potential μ and 

the chemical hardness η which may be approximated 

by the one-electron energy of the HOMO and 

LUMO molecular orbitals, εH and εL, as μ=(εH+εL)/2 

and η=(εL-εH) respectively. The values of the global 

indices are defined in the context of the conceptual 

DFT 22-25 The global nucleophilicity index, N, based 

on the HOMO energies is specified as N = 

EHOMO(Nu)-EHOMO(TCE) 47 where tetracyanoethylene 

(TCE) is taken as reference, because it presents the 

lowest HOMO energy and has a very large 

electrophilicity 47,48. Besides the global 

electrophilicity and the global nucleophilicity, it is 

possible to define their local counterparts condensed 

to a single atom: the local electrophilicity ωk and the 

local nucleophilicity  Nk are easily obtained by using 

Parr functions P(r) 49  in which the 

nucleophilic P−(𝑟) = 𝜌𝑠
𝑟𝑐(𝑟) and electrophilic 

P+(r) = 𝜌𝑠
𝑟𝑐(𝑟) indices 49 are mostly considered as 

useful tools for the evaluation of local 

regioselectivity in polar processes 23-25. 

Where  𝜌𝑠
𝑟𝑐(𝑟) and 𝜌𝑠

𝑟𝑐(𝑟) are obtained through the 

analysis of the Mulliken atomic spin density (ASD) 

of the corresponding radical cation and the radical 

anion by single-point energy calculations over the 

optimized neutral geometries by using natural 

population analysis 23-25 (NPA). The local 

electrophilicity and local nucleophilicity indices can 

be redefined according to the expression ωk = ωPk
+ 

and Nk = NPk
−. 

 

Results and Discussions 

 

Analysis of the electronic structure 

  The topological analysis of the electron 

localization function provides a partition of the 

molecular space in to basin of attractors which have 

a precise signification functions 13,50 In our study; the 

ELF valence basin attractor was calculated at the 

ground state using B3LYP/6-31G(d) mono-

determinant wave functions 13,50 of the optimized 

structure of the hydrogeno-sulfite ion and the 

iodinated pyruvic ester. The representation of the 

ELF attractor position and the valence basin 

population are given in Figure 1. 

 

 
Figure 1. Illustration of the ELF valence attractors positions with corresponding populations in e. 
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The application of the ELF topology analysis 

shows that the presence of a monosynaptic basin 

V(S) over the sulfur atom integrates 2.49e. This 

indicates that there is no bonding region around the 

sulfur atom. It is equivalent to one lone electron-pair. 

Equally, Figure 1 shows that the oxygen atoms O2, 

O3 and O4 present two monosynaptic basins noted V 

and V' with total electronic populations equal to 

6.16e, 6.15e and 5.28e. These values can be 

attributed to two lone pair-electrons over the atoms 

O3 and O4. The value found for O2 can be explained 

by the presence of three electrons pairs. 

Consequently, it has a negative charge relative to the 

oxygen ion according to the Lewis structure. 

 The bond electrons are assigned to the relevant 

disynaptic basins; indeed the disynaptic basins 

V(S,O2); V(S, O3) and V(S, O4) which are associated 

to the bonds S-O2; S-O3 and S-O4 are integrating a 

population of 1.46e; 1.48e and 0.91e, respectively. 

This displays delocalized bonds for S-O2 and S-O3. 

We note that the basin of the S-O4 bond is less 

populated than the others showing a charge depletion 

caused by the strong delocalization of the density 

between the lone pairs of the oxygen atom O4 which 

exceeds 4e. 

 For the iodinated pyruvic ester, we noted that the 

oxygen atom presents two monosynaptic basins 

(Figure 2) which reveals the presence of two lone 

electron pairs. Likewise, C-C bonds and C-I bond are 

characterized by the presence of one disynaptic basin 

V(C,C) and V(C,I). The electron populations are 

somewhat greater than 2e, revealing the covalent 

aspect of the bonds and indicating the presence of a 

single bond. 

 For the ester function, the population values 

obtained in the disynaptic basin V(C, O) are equal to 

1.32e and 1.72e, respectively, indicating an electron 

delocalization in the bond C-O. Also, the ketonic 

function has a double bond character because the 

population of the corresponding disynaptic basin 

slightly exceeds 4e. 

 

 

Figure 2. Illustration of ELF valence attractors positions with corresponding populations in e. 

  

We confirm that the topological analysis of the 

electron localization function is a powerful tool to 

provide insight into the bonding of molecules and to 

allow an excellent characterization of the chemical 

bindings. 

 

NCI analysis of the electron density  

     To characterize and to identify the favorable 

interactions in the approach of the hydrogen sulfite 

ion and the iodinated pyruvic ester, an NCI of the 

electron density was performed 16,45 according to the 

hypothesis given in experiment 8. This approach 

provides a rapid and costly representation of van der 

Walls interactions, hydrogen bonds and steric 

clashes, requiring only the atomic coordinates as 

input 45 These are visualized by the nature of the 

isosurface formed in the approach of two fragments 

using the colors green, blue and red, respectively 45. 

The NCI low-gradient isosurfaces for different 

interactions between the two fragments, which are 

the most plausible in experiment 8 are displayed in 

Figure 3. 

 

Figure 3. NCI gradient isosurface formed in the approach of hydrogen sulfite ion to the iodinated atom (a)  

and in the approach to a carbon atom (b). 
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The most significant difference is appearing in 

Figure 3a is the presence of a green surface in the 

approach of the hydrogen sulfite ion to the iodine 

atom. This sizeable green surface, associated with a 

weak attractive Van der Waals interaction between 

the sulfur and iodine atoms 45 which explains the 

stabilization of the compound (a). Figure 3b shows 

the approach of the hydrogen sulfite ion to the 

carbon C2; we note a red surface indicating a 

repulsive interaction 45 between the glycidic group 

and the hydrogen sulfite ion. Consequently, the NCI 

topological analysis allows us to conclude that the 

attack of the hydrogen sulfite ion takes place on the 

iodine atom. 

 

Analysis of the conceptual DFT reactivity 
     

Global indices 

  To demonstrate the electrophilic or nucleophilic 

character of the two interacting reagents, namely the 

hydrogen sulfite ion and the iodinated pyruvic ester 

(visualized in Figure 1 and Figure 4, respectively). 

The geometrical parameters are listed in the 

supplement (Table 2S and Table 3S, p.485), We 

have calculated the values of the electronic chemical 

potentials (μ), the electrophilic indices (ω), the 

hardness (η) and the nucleophilic indices (N) for the 

two species, the results are shown in Table 1.  

 These indices were calculated referring to 

energies of frontier molecular orbitals 49. In this 

context, we have analyzed the atomic coefficients 

associated with the molecular orbitals 51,52 ( Table 2a 

and Table 2b) 

 

 

Figure 4. Optimized structure of the iodinated pyruvic ester. 
 

Table 1. Values of the reactivity indices of hydrogen sulfite (HSO3 
−) and iodinated pyruvic ester in eV unity. 

 

Reactants μ η ω N S ΔNmax 

𝐇𝐒𝐎𝟑
− -0.98 8.90 0.05 3.31 0.11 0.11 

Iodinated pyruvic 

ester 

-4.20 5.78 1.52 1.65 0.17 0.72 

 

EHOMO (TCE) = -8.74 eV calculated at the same level [B3LYP/ 6-31G(d)]. 

Table 2a. Atomic coefficients (×100) of molecular orbitals of hydrogen sulfite ion. 

S (Cs)HOMO (Cs)HOMO-1 

 49.00 3.70 

 (Cs)LUMO (Cs)LUMO+1 

 15.00 33.00 

O2 (CO2)HOMO (CO2)HOMO-1 

 35 12 

 (CO2)LUMO (CO2)LUMO+1 

 13.00 19.00 

O3 (CO3)HOMO (CO3)HOMO-1 

 36.00 3.00 

 (CO3)LUMO (CO3)LUMO+1 

 9.00 19.00 

O4 (CO4)HOMO (CO4)HOMO-1 

 27.00 3.00 

 (CO3)LUMO (CO3)LUMO+1 

 27 3.00 
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Table 2b. Coefficients (×100) of molecular orbitals of iodinated pyruvic ester.
    

 

Iodinated  

pyruvic ester
 

(CC1) HOMO
 

(CC2) HOMO
 

(C3) HOMO
 

(CI)HOMO
 

10.20 4.15 7.00 22.00 

(CC1) HOMO+1 (CC2) HOMO+1 (C3) HOMO+1 (CI)HOMO+1 

8.60 1.10 4.40 9.00 

(CC1) LUMO (CC2) LUMO (C3) LUMO (CI) LUMO 

13.00 5.40 2.10 16.50 

(CC1) LUMO+1 (CC2) LUMO+1 (C3) LUMO+1 (CI) LUMO+1 

56.00 10.40 1.40 23.00 

 

This analysis showed that the coefficient of 

sulfur has a significant value in the molecular orbital 

HOMO and LUMO+1. At the same time, for the 

iodinated pyruvic ester, the contribution of the 

carbon C1 and the iodine atom I in the HOMO is 

more critical than that of the carbon C2 and C3.  

However, the values of the atomic coefficients of the 

reactive sites found experimentally 8 are very close in 

the LUMO (case of the carbon C1 and the iodine 

atom). Nevertheless, the coefficients on the C2 and 

C3 carbons have negligible values; therefore, in the 

molecular orbital LUMO+1, the value of the atomic 

coefficient associated with C1 is much higher than 

that of the iodine atom as well as that of C2. The 

coefficient of C2 is not negligible at the level of the 

LUMO+1 but less critical than that of C1. Thus, the 

analysis of the atomic coefficients of the LUMO+1 

(Table 1.b) of the iodinated pyruvic ester made it 

possible to detect the presence of three reactive 

centers which are: the carbon C1, the carbon C2 and 

the iodine atom. These results are in good agreement 

with the two hypotheses cited previously and 

proposed by the experimenters 8. 
 

 The analysis of the data in Table 1 shows that 

the ion HSO3 
−  has a chemical potential more 

significant than that of the iodinated pyruvic ester, 

which indicates that the charge transfer or the 

electronic flow will be from hydrogen sulfite ion to 

the iodinated pyruvic ester. Therefore the ion 

HSO3
− will behave like a nucleophile and the pyruvic 

ester as an electrophile. Similarly, the analysis of the 

values of the global nucleophilic indices N shows 

that the hydrogen sulfite ion has a higher value of 

3.31 eV than that of the iodinated pyruvic ester 

which is 1.65 eV, hence the compound HSO3  
− acts as 

an electron donor. The values of the global 

electrophilic indices ω indicate that the iodinated 

pyruvic ester is more electrophilic than the hydrogen 

sulfite. The calculated value of ω is 1.52 eV for the 

iodinated pyruvic ester iodine ester and 0.05 eV for 

hydrogen sulfite ion. Thus, the iodinated pyruvic 

ester would act as an acceptor of electrons. It can be 

noted that the proportion of maximum charge ΔNmax 

which can be acquired by a system from its 

environment is higher for the iodinated pyruvic ester. 

Also, the difference in electrophily Δω between the 

hydrogen sulfite ion and the iodinated pyruvic ester 

is more significant than one, which indicates an 

appreciable polarity. 
 

    The values of the global indices, namely N and ω, 

will be exploited after that for the calculation of local 

indices Nk and ωk to locate the most favored attack 

sites. 

Local indices 

  Parr indices  

 The use of Parr indices 49,51-53. In the 

computation of local indices, namely the local 

electrophilic ωk and the local nucleophilic indices Nk 

allows predicting the most prominent sites of attack 

leading to the products. The results of this study have 

been illustrated in Table 3. To deepen our analysis of 

reactive sites, a calculation of local electrophilic 

indices ωk and local nucleophilic indices Nk has been 

performed on the molecular orbitals LUMO+1. In 

the case of the iodinated pyruvic ester, the values of 

local electrophilic and local nucleophilic indices ωk, 

Nk on the iodine atom are equal to 0.32 eV and 0.07 

eV respectively, while these indices are 0.27 eV and 

0.05 eV on C1 but only 0.17 eV and 0.03 eV on-site 

C2. For the hydrogen sulfite ion, the values of the 

local nucleophilic indices of the oxygen atoms O2 

and O3 are greater than the corresponding value of 

the sulfur atom, which is equal to 0.67 eV. This 

increase is due to the negative charge of the oxygen 

atom, which causes delocalization of the electrons 

leading thus to a sulfur attack. We conclude that the 

value of the electrophilic index of the iodine atom is 

the highest. Thus, the attack of the hydrogen sulfite 

ion will take place on the iodine atom, which 

confirms the preceding observations of NCI analysis 

of electron density 16. 
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Table 3. Parr indices Pk
+ et Pk

− calculated with atomic spin density, 𝜔k and NK in eV. 

Site (K) 𝐏𝐤
+ 𝑷𝒌

− 𝝎𝒌 𝑵𝒌 

S 

O2 

O3 

O4 

0.630 

0.084 

0.080 

-0.013 

0.203 

0.333 

0.319 

0.163 

0.0315 

0.0004 

0.0004 

0.0006 

0.672 

1.102 

1.056 

0.450 

 

Iodinated pyruvic ester LUMO+1 

C1 0.175 0.028 0.266 0.046 

C2 0.107 -0.017 0.166 -0.028 

C3 0.031 -0.013 0.047 -0.021 

I 0.211  0.040 0.321  0.066 

 

Conclusion  

 

 The reduction reaction of the carbon-iodine bond 

of the iodinated pyruvic ester in aqueous solution 

leading to the formation of the non-halogenated 

pyruvic ester has been investigated on the 

DFT/B3LYP level. The sites of attack have been 

predicted using the reactivity indices calculated by 

natural population analysis. The analysis of the 

HOMO/LUMO energy gaps proves that the electron 

transfer takes place from the hydrogen sulfite ion 

considered as nucleophilic to the iodinated pyruvic 

ester considered as electrophilic. The calculation of 

Fukui and Parr indices indicates that the site of the 

attack by the hydrogen sulfite ion is on the iodine 

atom. This favors the second hypothesis quoted by 

the experimenters. These results are in conformity 

with the NCI analysis of the electron density in the 

approach of the hydrogen sulfite ion to the iodine 

atom. This reveals an attractive van der Waals 

interaction. 
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Supplementary: The numbering of atoms is imposed by the program package of Gaussian 09. 

 
Figure 1S.  Optimized structure of the α-chloro glycidic ester. 

 

 

Table 1S. Structural parameters of the α-chloro glycidic ester. 

Bond lengths (Å) Bond angles (°) Dihedral angles (°) 

C1-Cl38 1.74 C2-C1-Cl38 120.61 C2-C5-C6-C9 157.77 

C1-O3 1.40 C2-C5-O15 105.69 C5-C2-C1-C39 -153.14 

C2-O3 1.45 C2-C1-C39 118.02 Cl38-C1-C2-C5 0.0 

C1-O15 1.43 O3-C2-C5 117.28 C2-C1-C39-O41 139.95 

C6-C9 1.55 C6-C5-C2 112.99 C8-O15-C5-C2 168.56 

C1-C2 1.48 O27-C6-C5 110.26 O27-C6-C5-C2 41.22 

C1-O39 1.53 C8-05-C5 113.99 O41-C39-C1-Cl38 -13.69 

C8-O15 1.41 O8-C9-O7 108.81 O16-C8-O15-C5 -78.27 
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Figure 2S.  Optimized structure of the iodinated pyruvic ester. 

 

 

Table 2S. Structural parameters of the iodinated pyruvic ester in water solution.  

Bond lengths (Å) Bond angles (°) Dihedral angles (°) 

C17-I 2.25 I-C17-C1 111.34 O6-C1-C17-I -62.67 

C18-O25 1.21 I-C17-C18 103.94 O6-C1-C17-C18 179.65 

C17-C1 1.52 C17-C18-O25 123.64 I-C17-C1-C2 177.41 

C1-O6 1.43 C17-C1-O6 107.16 C2-C1-C17-C18 59.73 

C17-C18 1.51 O6-C1-C2 109.43 O7-C4-O6-C1 -76.00 

C1-C2 1.54 O6-C4-C5 111.40 O13-C2-C1-C17 39.90 

C4-O6 1.41 C3-C5-O8 108.72 O25-C18-C17-I -100.24 

C9-O8 1.43 O8-C9-O7 104.89 O21-C19-C18-C17 -167.27 

 

Table 3S. Structural parameters of hydrogen sulfite in water solution.  

Bond lengths (Å) Bond angles (°) Dihedral angles (°) 

S-O2 1.513 O2-S-O3 111.58 O2-S-O4-H -36.07 

S-O3 1.509 O2-S-O4 100.46 O3-S-O4-H 79.26 

S-O4 1.750 O2-S-O4 103.32 ------ ----- 

O4-H 0.978 S2-O4-H 103.80 ------ ------ 

 

 


